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1. Introduction

MIG is a program which generates remote procedure call (RPC) code for communication between a client
and a server process. MACH servers execute as separate tasks and communicate with their clients by
sending MACH inter-process communication (IPC) messages. The IPC interface is language independent
and fairly complex. The miG program is designed to automatically generate procedures in C to pack and
send, or receive and unpack the IPC messages used to communicate between processes.

The user must provide a specification file defining parameters of both the message passing interface and
the procedure call interface. MIG then generates three files:

» User Interface Module: This module is meant to be linked into the client program. It
implements and exports procedures and functions to send and receive the appropriate
messages to and from the server.

» User Header Module: This module is meant to be included in the client code to define the
types and routines needed at compilation time.

 Server Interface Module: This module is linked into the server process. It extracts the input
parameters from an IPC message, and calls a server procedure to perform the operation.
When the server procedure or function returns, the generated interface module gathers the
output parameters and correctly formats a reply message.

2. MIG Specification File
A miIG specification file contains the following components, some of which may be omitted.
1. Subsystem identification

2. Type specifications
3. Import declarations
4. Operation descriptions

5. Options declarations

The subsystem identification should appear first for clarity. Types must be declared before they are used.
Code is generated for the operations and import declarations in the order in which they appear in the
definitions files. Options affect the operations that follow them.

2.1. Subsystem Identification
The subsystem identification statement is of the form

subsyst emsys message-base-id ;

sys is the name of the subsystem. It is used as the prefix for all generated file names. The user file name
will be sysUser . c, the user header file will be sys. h, and the server file will be sysSer ver . c. These file
names may be overridden by command line switches.

message-base-id is a decimal integer that is used as the IPC message ID of the first operation in the
specification file. Operations are numbered sequentially beginning with this base. The message-base-id
can be selected arbitrarily by the implementor of the subsystem, but it is recommended for "official"
subsystem implementors to request an unused message-base-id from either the MACH librarian or the
Camelot librarian. The only technical requirement is that all requests sent to a single service port should



have different IDs, to allow the server to easily distinguish them.

2.2. Type Declarations

2.2.1. Simple Types
A simple type declaration is of the form:

t ype user-typename = type-desc [translation-info]

where a type-desc is either a previously defined user-typename or an ipc-type-desc which is of the form:

(ipc-typename, size [ , dealloc-flag ]) or
ipc-typename

The user-typename is the name of a C type that will be used for some parameters of the calls exported by
the User Interface Module. The ipc-type-desc of simple types are enclosed in parentheses and consist of
an IPC typename, decimal integer or integer expression that is the number of bits in the IPC type, and an
optional deallocation keyword which is either deal | oc or not deal | oc. The currently defined standard
IPC typenames are given in Appendix Il. The user may define additional types. If the ipc_typename is
one of the standard ones, except for MSG TYPE STRING MSG TYPE UNSTRUCTURED or
MSG_TYPE_REAL, just the ipc_typename can be used.

The deallocation keyword is used to describe the treatment of ports and pointers after the messages with
which they are associated have been sent. deal | oc causes the deallocation bit in the IPC message to
be set on. Otherwise it is always off. deal | oc can be used only with ports and pointers. If it is used with
a port, the port will be deallocated after the message is sent. If deal | oc is used with a pointer, the
memory that the pointer references will be deallocated after the message has been sent. An error will
result if deal | oc is used with any argument other than a port or a pointer.

Some examples of simple type declarations are:

type int = MSG TYPE_|I NTEGER 32;

type ny_string = (MSG_TYPE_STRI NG 8*80);

type kern_return_t = int;

type disposable_port = (MSG TYPE PORT_ALL, 32, deal | oc);

The MG generated code assumes that the C types ny_string, kern_return_t and
di sposabl e_port are defined in a compatible way by a user provided include file. The files
<mach/ st d_t ypes. def s> and <mach/ mach_t ypes. def s> define the basic C and MACH types.

MIG assumes that any variable of type MSG_TYPE_STRI NGis declared as a C char * orchar foo[n].
Thus it generates code for a parameter passed by reference and uses strncpy for assignment
statements.

2.2.2. Structured Types
Three kinds of structured types are recognized: arrays, structures and pointers. Definitions of arrays and
structures follow the Pascal-style syntax of:



array |[size] of comp_type-desc
array [ * : maxsize] of comp_type-desc

struct [size] of comp_type-desc

where comp-type-desc may be a simple type-desc or may be an arr ay or st ruct type and size may be
a decimal integer constant or expression. The second array form specifies that a variable length array is
to be passed in-line in the message. In this form maxsize is the maximum length of the item. For variable
length arrays an additional count parameter is generated to specify how much of the array is actually
being used. Variable-length inline InOut arguments are not supported.

If a type is declared as an ar r ay the C type must also be an array, since the Mmic RPC code will treat the
user type as an array (i.e. asssuming it is passed by reference and generating special code for array
assignments). A variable declared as a struct is assumed to be passed by value and treated as a C
structure in assignment statements. There is no way to specify the fields of a C structure to MIG. The size
and type-desc are just used to give the size of the structure.

2.2.3. Pointer Types

In the definition of pointer types, the symbol "' precedes a simple, array or structure definition.
N comp-type-desc
N array [size] of comp-type-desc
N struct [size] of comp-type-desc

In this case si ze may be left blank or be *. In either of these cases, the array or structure is of variable
size, and a parameter is defined immediately following the array parameter to contain its size. Data types
declared as pointers are sent out-of-line in the message. Since sending out-of-line is considerably more
expensive than in-line data, pointer types should only be used for large or variable amounts of data. A
call that returns an out-of-line item allocates the necessary space in the user’s virtual memory. It is up to
the user to deallocate this memory when he is finished with the data.

Some examples of complex types are:

type procids = array [10] of int;

type procidinfo = struct [5*10] of MSG TYPE | NTEGER 32;

type vardata = array [ * : 1024 ] of int;

type array_by value = struct [1] of array [20] of MSG TYPE CHAR;
type page_ptr = ~ array [4096] of MSG TYPE | NTEGER 32;

type var_array = ™ array [] of int;

2.2.4. Polymorphic Types

MIG supports polymorphic types. For example, using this facility, one may specify an argument which can
be either an integer or a port, with the exact type determined at runtime. The type information is passed
in an auxiliary argument, similar to the way size information in variable-sized arrays is handled. (If an
argument is both variable-sized and polymorphic, the auxiliary type argument comes before the count
argument.)



type poly_t = pol ynorphic;

si npl erouti ne SendPort Ol nt(
server : port_t;

pol y © poly_t);
and then in client C code

port_t server, port;
kern_return_t kr;

kr
kr

SendPort O I nt (server, 5, MSG TYPE | NTEGER 32);
SendPort Or I nt (server, port, MSG TYPE_PORT);

MIG also supports types which change during transmission. The syntax is

type int2port = MSG TYPE | NTEGER 32 | MSG TYPE PORT
CUser Type: int
CServer Type: port_t;

si mpl erout i ne Sendl nt 2Por t (
server @ port_t;
arg : int2port);
This functionality is mainly useful in conjunction with the MSG_TYPE_INTERNAL_MEMORY type inside
the kernel.

2.2.5. Type translation information
Optional information describing procedures for translating or deallocating values of the type may appear
after the type definition information. Translation functions allow the type as seen by the user process and
the server process to be different. Destructor functions allow the server code to automatically deallocate
input types after they have been used. An example is:
type task_t = (MSG_TYPE_PORT, 32)
InTran: i _task t PortToTask(task t)

Qut Tran: task_t TaskToPort (i _task_t)
Destructor: DeallocT(i_task t);

In this example, t ask_t , which is the type seen by the User code, is defined as a port in the message.
The type seen by the Server code isi _t ask_t, which is some data structure used by the server to store
information about each task it is serving. The | nTr an function, Por t ToTask, translates values of type
task t toi _task_t on receipt by the Server process. The Qut Tr an function, TaskToPor t , translates
values of type i _task t to type task t before return. The Destructor function, Deal | ocT is
called on the translated input parameter, i _t ask_t ype, after the return from the server procedure and
can be used to deallocate any or all parts of the internal variable. The destructor function will not be
called if the parameter is also an out argument, because the correct time to deallocate an out parameter
is after the reply message has been sent, which is not code that is generated by MIG. A destructor
function can also be used independly of the translation routines. For example, if a large out-of-line data
segment is passed to the server it could use a destructor function to dellocate the memory after the data
was used.

Although calls to these functions are generated automatically by miG, the function definitions must be
hand coded and imported using



i _task t PortToTask(x)
task t x;

task _t TaskToPort (y)
i _task_ t vy;

void DeallocT(y)
i _task t vy;

For each MIG type, there are up to three corresponding C types. These are the type used in the client
module, the type used in the server module, and the translated type used by the server procedure. By
default these three types are all the same, and have the same name as the miG type. The | nTr an and
Qut Tr an options implicitly specify the server type and translated type names. The Dest ruct or option
implicitly specifies the translated type name. The user type and server type may be specified with the
CUser Type and CSer ver Type options, or both specified together with the CType option. For example,

type dealloc_port_t = (MSG_TYPE_PORT, 32, deall oc)
Clype: port_t;

type funny_int = int
CUser Type: user_int
CServer Type: server_int;

2.3. Import Declarations

If any of the user-typenames or server-typenames are other than the standard C types (e.g. i nt, char,
etc.) C type definition files must be imported into the User and Server Interface modules so that they will
compile. The import declarations specify files which are imported into the modules generated by mIG.

An import declaration is of one of the following forms:

i mport file-name;
ui nport file-name;
si mport file-name;

where file-name is in a form acceptable by cpp in #i ncl ude statments, e.g. <fil e-nane> or
“file-name".

For example:

i mport "my_defs.h";
i mport "/usr/mach/include/cthreads. h"; or
i mport <ct hreads. h>;

i mport declarations are included in both the user and server side code. ui nmport declarations are
included in just the user side. si nport declarations are included in just the server side.

2.4. Standard Operations
Two kinds of standard operations may be specified:
1. Rout i ne

2. Si npl eRout i ne



3. Procedure
4. Si npl ePr ocedur e

5. Functi on

One other keyword may be used in place of a standard operation and that is ski p. It produces a hole in
the IPC message ID numbering of operations.

A Si npl eRout i ne sends a message to the server but does not expect a reply. The return value of a
Si npl eRout i ne is the value returned by the msg_send primitive. A Si npl eRout i ne is used when
asynchronous communication with a server is desired.

A Rout i ne operation waits for a reply message from the server. It is a function whose result is of type
kern_return_t. This result indicates whether the requested operation was successfully completed. If
a Rout i ne returns a value other than KERN_SUCCESS the reply message will not include any of the reply
parameters except the error code.

Procedure operations are like Routines, except that they don’t return an error code.
Si npl ePr ocedur es resemble Si npl eRout i nes, with the same exception. Funct i on operations also
don’t return an error code; instead, they return a value from the server function. This value can be any
scalar or structure type. The syntax is

functi on operation-name ( parameter-list ) : function-value-type ;

Because Pr ocedur e, Si npl eProcedur e, and Functi on operations don't return an error code, they
have another way of handling errors. They call an error function, specified with an er r or option. These
calls are not recommended since it is tempting to write code that ignores message passing errors with
these operations and that is definitely a bad idea.

An operation definition has the syntax
operation-type operation-name ( parameter-list ) ;

The parameter-list is a list of parameter names and types separated by ; . The form of each parameter is:
specification var-name : type-description [ , dealloc-flag ]

where specification may either be omitted or be one of the following i n | out | i nout | Request Port |
Repl yPort | Wai t Ti me | MsgType. Type-description can be any user-typename that was declared in
the type definitions section or can be a complete type description in the same form as in the type
definition section. dealloc-flag may be omitted or be deal | oc or not deal | oc. This flag will overide any
deallocation flag associated with the type definition.

The first unspecified parameter in any operation statement is assumed be the Request Port unless a
Request Port parameter was already specified. This is the port to which the message is to be sent. If a
Repl yPort parameter is specified, it will be used as the port that the reply message is sent to. If no
Repl yPort parameter is specified a per-thread global port is used for the reply message.

The keywords i n, out, and i nout are optional and indicate the direction of the parameter. If no such
keyword is given the default is i n. The keyword i n is used with parameters that are to be sent to the



server. The keyword out is used with parameters to be returned by the server. The keyword i nout is
used with parameters to be both sent and returned. The keywords Wai t Ti me, ReplyPort and
MsgType may be used to specify dynamic values for the Wai t Ti e, the Repl yPort or the MsgType for
this message. These parameters are not passed to the server code, but are used when generating the
send and receive calls. The Request Port and Repl yPort parameters must be of types that resolve to
MSG TYPE_PORT and the WaitTime and MsgType parameters must resolve to
MSG TYPE | NTEGER 32.

The keyword ski p is provided to allowed a procedure to be removed from a subsystem without causing
all the subsequent message interfaces to be renumbered. It causes no code to be generated, but uses up
a msg_id number.

See appendix Il for an example of a complete subsystem definition.

2.5. Options Declarations

Several special-purpose options about the generated code may be specified. Defaults are available for
each, and simple interfaces do not usually need to change them. First time readers may wish to skip this
section. These options may occur more than once in the specification file. Each time an option
declaration appears it sets that option for all the following operations.

2.5.1. WaitTime Specification
The Wi t Ti me specification has two forms:

Wit Ti me time; or

NoWai t Ti ne;
The word Wai t Ti ne is followed by an integer or an identifier that specifies the maximum time in
milliseconds that the user code will wait for a reply from the server. If an identifier is used, it should be
declared as an extern variable by some module in the user code. If the Wi t Ti me option is omitted, or if
the NoWi t Ti e statement is seen, the RPC does not return until a message is received.

The timeout value for the msg_r ecei ve can alternatively be controlled by using a Wi t Ti me parameter
to the RPC.

2.5.2. MsgType Specification
The MsgType specification is of the form

MsgType manifest-constant ;

where the manifest-constant may be one of the values from the file <nsg_t ype. h>. The currently
available types are M5SG_TYPE_RPC and M5G_TYPE_ENCRYPTED. The type MSG_TYPE_CAMELOT should
not be set in this manner, but is set by using the operation canel ot r out i ne. The M5SG_TYPE_RPCis set
to a correct value by default and the user should probably not change it. The value M5G_TYPE_NORMAL
can be used to reset the MsgType option.

The MsgType value for the nsg_send can alternatively be controlled by using a MsgType parameter to
the RPC.



2.5.3. Error Specification
The error specification required by Pr ocedur e, Si npl eProcedur e, and Funct i on operations is of
the form

error error-proc;

The error-proc has to be supplied by the user and must be of the form:

voi d error-proc ( Er r Code)
kern_return_t Er r Code;

If there is no er r or specification, the default error-proc is MsgEr r or .

2.5.4. ServerPrefix Specification
The ServerPrefix specification is of the form

Server Prefix string ;

The word Ser ver Pr ef i x is followed by an identifier string which will be prepended to the actual names
of all the following server side functions implementing the message operations. This is particularly useful
when it is necessary for the user and server side functions to have different names, as must be the case
when a server is also a user of copies of itself.

2.5.5. UserPrefix Specification
The UserPrefix specification is of the form
User Prefi x string ;

The word User Pr ef i x is followed by an identifier string which will be prepended to the actual names of
all the following user side functions calling the message operations. Ser ver Pr ef i x should usually be
used when different names are needed for the user and server functions, but User Prefi x is also
available for completeness sake.

2.5.6. Rcsld Specification
The Rcsld specification is of the form
rcsi d "$Header information$" ;

This specification causes a string variable Sys_user _rsci d in the user and Sys_server _rcsi d in the
server module to be set equal to the input string.

3. Obsolete Functionality
MIG supports some obsolete functionality. Use of this functionality will result in a warning message,
unless warning messages are suppressed. This functionality may disappear in a future release.

3.1. Kernel Subsystems
The keyword ker nel was once used for interfaces supported by the kernel.

subsyst em ker nel sys message-base-id ;



3.2. Old Translation Syntax
The previous syntax for specifying translation and destructor functions for a type was based on key
characters. Thetask_t/i _task_t example would be rendered
type task_t = MSG TYPE_PORT
> Port ToTask
< TaskToPort
i _task_t
~ task_t
- Deal |l ocT;

4. Camelot Functionality

MIG supports the Camelot system with an additional type of operation, the Canel ot Rout i ne. Camelot
interfaces should be entirely composed of Camel ot Rout i nes; they shouldn’t be mixed with other
operations. In addition, the subsyst emdeclaration of a Camelot interface should include the canel ot
keyword:

subsyst em canel ot sys message-base-id ;

See the Camelot documentation Guide to the Camelot Distributed Transaction Facility for a full
description of how Canel ot Rout i nes differ from Rout i nes.

5. Compiling Definitions Files
MIG is implemented as a cover program that recognizes a few switches and then calls cpp to process
comments and preprocessor macros such as #i ncl ude or #def i ne. For example the statement

#include <std_types.defs>

can be used to include the type definitions for standard MACH and C types. The output from cpp is then
passed to the program i gcomwhich generates the C files.

The switches that MIG recognizes are:

-[r,R] r use msg_rpc, R use msg_send, msg_receive pairs. Default is r.

-[0,Q] g - suppress warning statements. Q print warning statements. Default is Q.

-[v,V] v - verbose, prints out routines and types as they are processed. V compiles silently.
Default is V.

-[s,5] s - generate symbol table with Server.c code. The layout of a symbol table

(m g_syntab_t) is defined in <m g_error. h> S suppresses the symbol table.
Default is S. This is useful for protection systems where access to the server’s
operations is dynamically specifiable or for providing a run-time indirected server call
interface ala syscal | (2) (server-to-server calls made on behalf on a client).

i - instead of a single user file, generate individual files for each routine, for ease in
building a library. The file name for each file is routine_name.c.

-server name - name the server file name.
-user name - name the user file name.
-header name - name the header file name.

Any switches that MmIG does not recognize, it passes on to cpp. MIG also notices if -MD is being passed to
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cpp. If it is, miG fixes up the resulting .d file to show the dependencies of the .h, User.c and Server.c on
the .defs and any #included .defs files. For this feature to work correctly the name of the subsystem must
be the same as the name of the .defs file.

To use MIG, give the name of your .defs file or files and any switch values on a MIG command line, for
example:

mg -v random defs
If random is the subsystem name declared in the definitions file, then miG will produce the files
random h, randoniJser . c and r andonter ver . ¢ as output. If the -MD switch was given, a r andom d
file will also be generated.

6. Using the Interface Modules
In the following discussion let r andombe the declared subsystem name in the definitions file.

To use the calls exported by the user interface module, a client must first find the port to call the server
on. The service ports for basic system servers are inherited when a task is created and can be found in
globals defined by mach_i nit. One of these ports is the port to the Net Name Server which can be
used to check in or lookup user supplied ports. The Repl yPort for MG is a per-thread global that is
intialized when the thread is created. The program set _ni g_port can be called to reset this value, but it
is not recommended to do so. The Repl yPort can be specified as a parameter to an operation if
necessary.

If the interface calls an error handling routine the user needs to supply a properly named routine, either
MsgEr r or, or whatever the interface writer specified as the err or _proc.

When making specific interface calls the client should be aware if any out-of-line data is being returned to
it. If so, it may wish to deallocate the space with a call to vm deal | ocat e.

The most common system error that a user of MIG interface may encounter is i nval i d_port. This can
mean serveral things: 1. The Request Port parameter is an invalid port or lacks send rights. 2. The
Repl yPort is invalid or lacks receive rights. If the client is supplying this port as parameter it may be at
fault. If the system provided reply port is being used this error should not happen. 3. A port that is being
passed in either the send or reply message is invalid. ti med_out is another system error a client could
receive. This results from a RPC with a timeout value set, timing out before a reply is received. This
usually only happens if the server is on a remote machine from the client. The MIG errors defined in
m g_errors. h usually only occur if the client is using a different version of the interface than the server.
MIG error codes can be interpreted by the routines in mach_err or

The subsystem writer must hand code two things in addition to the miG definition file. First, the actual
operations must be declared and imported into the server module, and all normal operations must be
coded. Second, code must be written to receive messages, call the server interface module, and then
send a reply message when appropriate. The server module exports one function called
random ser ver, which accepts as arguments a pointer to the message received, and a pointer to a
record for the reply message. The function will return true if the received message id was in the server’'s
range.
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In general, a reply should always be returned for any message received unless the return code from the
Server was M G_NO_REPLY or the request message doesn’t have a reply port. The boolean function
value from the server function may be used to have the same receive loop processing several logically
distinct server’'s requests. Once a server has returned true, or all the servers have returned false the
receive-serve-send loop should send a reply (unless of course, the return code was M G_NO REPLY or

the reply port is PORT_NULL).

An example of a server main loop can be found in Appendix 1.
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|. Syntax of the Specification file
The syntax of specification files is given semi-formally in what can be viewed as a slightly extended
context free grammar.

Meta language description: Each production rule is terminated with a period. The left hand side is
separated from the right hand side by a colon. Terminal symbols are enclosed in double quotes.
Nonterminal symbols are not specially marked and may contain embeded blanks. Symbols within a
single production are separated by commas. Alternative productions are separated by ‘|'. A nonterminal
ending with the word ‘option’ indicates zero or one occurance of the nonterminal with that word deleted.
A nonterminal ending with the word ‘sequence’ indicates one or more repetitions of the nonterminal with
that word deleted. (It follows that a nonterminal ending with ‘sequence option’ indicates zero or more
repetitions.)

Comments may be included in .defs file if surrounded by "/*"* and "*/". They are parsed and removed by
cpp.

No attempt has been made to indicate in the grammar that types must be declared before they are used.

specification file:
subsyst em descri ption,
wai ttime description option,
nsgt ype descri ption option,
error description option,
server prefix description option,
user prefix description option,
rscid description option
type description sequence opti on,
i mport statenent sequence option,
operation description sequence.

subsystem descri ption:
"Subsystent, identifier, decinmal integer, ";".

wai ttime description:
"Wait Tine", waittine value, ";" |
"NoWai t Ti me", "; ".

wai ttine val ue:
deci mal integer |
identifier.

nmsgt ype descri ption:
"MsgType", msgtype value, ";"

nsgt ype val ue:
"MSG TYPE_RPC' |
" MSG_TYPE_ENCRYPTED' |
" MSG_TYPE_NORMAL"

error description:
"Error", identifier, ";"

server prefix description:
"ServerPrefix", identifier ";".
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user prefix description:
"UserPrefix", identifier, ";"

i mport statenent:
i mport indicant, include name,

i ncl ude narne:
"file_name"|
<fil e_name>.

ndi cant :
"inport"|
"ui mport"|
"sinmport".

i mport

type description:
"type", type definition, ";"

operation description:
routi ne description
si nmpl erouti ne description |
procedure description
si npl eprocedure description
function description
canel otroutine description

routine description:
"routine", argunment list, ";"

si npl erouti ne description:
"sinpleroutine", argument list, ";"

procedure description
“procedure", argunent list, ";"

si mpl epr ocedur e description
"si npl eprocedure", argunent list, ";"

function description:
"function", argument list, ":", type definition, ";"

canel otroutine description
“routine", argunment list, ";"

argunent |ist:
"(", argunent definition option

sem col on joined argunent definition sequence option

sem col on joi ned argunent definition

; ", argunent definition.

argunent definition:
specification option, identifer, ":", type definition
i pc flag sequence option

speci fication:

e



"in" |
“out" |

“i nout"
"request port
"replyport™
"waittinme" |
"megtype".

type definition:
i dentifier,

poi nter option,
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i pc_info, translation option
poi nter: "A",
repetition:
"array", ll[ll, SIZe Optlon, ll]ll, lloflll
“struct", "[", size option, "]", "of"
si ze: i nt eger expression
" * ", integer expression.

i nt eger expression: i nteger expression, "+", integer
i nteger expression, "-", integer
i nteger expression, "*", integer
i nteger expression, "/", integer
"(", integer expression, ")" |
i nteger.

i pc_i nfo:

“(", ipc_type_nane, ",", size in bits,

i pc flag sequence option, ")" |
i pc_type_nane |

identifier.

i pc_type_nane:

primipc_type_nane
primipc_type_ name, "|", prim.ipc_type_nane.

prim.ipc_type_nane:

" pol ynor phi c"
builtin type nane |
i nt eger expression.

transl ati on:

ctype option,
i nput function option, output function option
destructor function option

ctype:

"Clype",

cusertype:
"CUser Type",

cusertype option

identifier.

identifier.

repetition option sequence,

expr essi on
expr essi on
expr essi on
expr essi on

cservertype option,
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cservertype:
"CServer Type", ":", identifier.

i nput function:
"InTran*, ":", identifier, identifier, "(", indentifier, ")".

out put function:
"QutTran", ":", identifier, identifier, "(", indentifier, ")".

destructor function:
"Destructor", ":", identifier, "(", indentifier, ")".

i pc flag:

,", flag identifier.

flag identifer:
"deal | oc" |
"notdeal | oc" |
"islong" |
"isnotlong".
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Il. System defined IPC types
The builtin IPC typenames defined by the system are as follows:

MBG_TYPE_UNSTRUCTURED
MSG_TYPE BI T
MSG_TYPE_BOOLEAN
MSG_TYPE_| NTEGER 16
MSG_TYPE_| NTEGER 32
MSG_TYPE_PORT_OWKNERSHI P
MSG_TYPE_PORT_RECEI VE
MSG_TYPE_PORT_ALL
MSG_TYPE_PORT
MSG_TYPE_CHAR
MSG_TYPE_BYTE

MSG_TYPE_| NTEGER 8
MSG_TYPE_REAL
MSG_TYPE_STRI NG
MSG_TYPE_PORT_NAME
MSG_TYPE_| NTERNAL_MEMORY
MSG_TYPE_POLYMORPHI C

The most up-to-date set of these names is to be found in the C file <mach/ message. h> which defines alll
the message related types needed by a user of the MACH kernel.
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lll. Example of MIG specification file

Here is an example of a simple MIG specification file. This code and the mig generated files r andom h,
randoniJser. c and randonfer ver. c can all be found in the directory
[ af s/ cs. cnu. edu/ proj ect/ mach/ doc/ m g_exanpl e.
/**************************************************************

* random defs
* Defines a server to return random nunbers, random strings
* and pages of nenory filled with random junk.
*************************************************************/
subsyst em random 500;
#i ncl ude <mach/std_types. def s>

type dbl

type string25
type string80
type words
type wor ds256
type conp_arr
type page_ptr

struct [2] of int;

(MSG_TYPE_STRI NG, 8*25); /* passed by reference */
struct [1] of array [80] of char; /* passed by value */
Narray [ ] of int;

array [256] of int;

array [10] of array [256] of int;

Narray [4096] of MSG TYPE | NTEGER 32;

i mport "randomtypes.h";

procedure init_seed ( server_port . port _t;
seed . dbl);
function get_randonf ( server_port : port_t)
int;
routi ne get_randomn( server_port . port _t;
out num cint);

nsgt ype MSG TYPE ENCRYPTED;, /* get secret string */
wai ttime 10000; /* next call may go to a server on anot her nmachi ne */

routine get_secret( server_port . port_t;
i nout password : string25);

/* input waittime to next procedure in case 10 seconds is not |ong enough */
/* ntype can be input as MSG TYPE NORMAL if encryption is not wanted */

routine get _confidential (server_port . port _t;
waittinme wait coint;
MsgType ntype coint;
out data . page_ptr,dealloc);

nowai tti ne;
nmsgt ype MSG_TYPE_NORVAL;

si npl erouti ne use_randon{server_port . port _t;
i nfo_seed : string80;
info . conp_arr;
info 1 © words);

/* tell server you are finished using it */
si nmpl eprocedure exit( server_port . port _t);
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st d_t ypes. def s defines the following types:

/*************************************************************

* Mach kernel standard interface type declarations
*************************************************************/

type char = MSG TYPE CHAR

type short = MSG TYPE | NTEGER 16;
type int = MSG TYPE_ | NTEGER 32;
type bool ean_t = MSG_TYPE_BOOLEAN

type kern_return_t = int;

/* Until MG & netnsgserver are updated, use integer type */
#defi ne MSG_TYPE_PORT_NAME M5G_TYPE_| NTEGER 32

type port_nane_t = MSG _TYPE_ PORT_NAME

type port_name_array_t = “array[] of port_nane_t;
type port_type_ t = int;

type port_type_array_t = "array[] of port_type_t;
type port_set_nanme_t = port_name_t;

type port_t = MSG TYPE_PORT

type port _all _t = MSG TYPE PORT_ALL;
type port_rcv_t = NMSG TYPE_PORT_RECEI VE;
type port_array_t = “array[] of port_t;

type pointer_t = ~array [] of MSG TYPE BYTE;

i mport <mach/std_types. h>;

random t ypes. h defines the C types appropriately:
/**********************************************************

* random types. h
* definitions for the random server interface

*********************************************************/

t ypedef struct {
int |sw
int mew,
} dbl

typedef struct ({ /* gets passed by val ue */
char ¢[80];
} string80;

t ypedef char string25[ 25] ; /* gets passed by reference */
typedef int wor ds256[ 256] ;

typedef int *wor ds; /* variable length array */
typedef words256 conp_arr[10];
typedef int pagear r[ 4096] ;

typedef pagearr *page_ptr;
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The following code fragment shows a typical main loop for a server process.
/***************************************************

* Mai n program for random server
**************************************************/

#i ncl ude <stdio. h>

#i ncl ude <mach. h>

#i ncl ude <mach_error. h>

#i nclude <m g_errors. h>

#i ncl ude <mach/ nessage. h>

#i ncl ude <mach/ notify. h>

#i ncl ude <servers/envngr. h>

extern bool ean_t random server () ;

/*********************************************************

* procedure randomrun:
* Waits for nessages to server,
* handl es them and replies to sender

*********************************************************/
voi d randomrun ()
typedef int space[1024]; /* Maxi num nessage si ze */

t ypedef struct DumVsg

{
nmsg_header _t head;
nsg_type_t r et codet ype
kern_return_t return_code;
space body;
} DumMsg;
kern_return_t r et code;
nmeg_return_t nsgcode;
bool ean_t ok;
Dumvs g *pl nMsg, *pRepMsg;

pl nMsg = (Dumvsg *) mal | oc(si zeof (Dumvkg)) ;
pRepMsg = (Dunivsg *) mal | oc(si zeof (Dunivsg)) ;

whi | e ( TRUE)

{
pl nMsg- >head. nsg_si ze = si zeof (DuniVsg); /* bytes */
pl nMsg- >head. nsg_| ocal _port = PORT_DEFAULT,;

/* wait to receive request fromclient */
nsgcode = nsg_recei ve( &l nMsg- >head, M5G_OPTI ON_NONE, 0) ;
if (msgcode != RCV_SUCCESS)
printf("error % in Receive, nessage will be ignored.\n",
mach_errormnmsg((kern_return_t)nmsgcode));
el se
{ i f (plnMsg->head. msg_type == MSG_TYPE_EMERGENCY)
{

i f (plnMsg->head. nsg_i d == NOTI FY_PORT_DELETED)
{ [/* probably the death of a client's reply */}
el se
printf("Unexpected energency nessage received: id is %\ n",
pl nMsg- >head. nsg_i d) ;
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}

else /* normal nessage */
{
/* call server interface nodule */
ok = random server ((nsg_header_t *)plnhsg,
(msg_header _t *)pRepMsg);
if (pRepMsg->return_code != M G _NO _REPLY)
{

/* sending reply nessage to client */
pRepMsg- >head. nsg_| ocal port = plnMsg->head. nsg_| ocal port;
pRepMsg- >head. nsg_renote_port = plnMg->head. n6g_renote_port;
nmsgcode = nsg_send( & RepMsg- >head, MSG_OPTI ON_NONE, 0) ;
if ((msgcode != SEND SUCCESS) &&

(msgcode ! = SEND | NVALI D_PORT))
/* Probably renpote process death */
printf("error % at Send.\n",
mach_errornsg((kern_return_t)nsgcode));
}
} /* normal nessage */
} /* of message handling */
} /* of main [oop */

mai n()

{
port _t ServerPort;
kern_return_t retcode;

/* add notification port to default port set */
retcode = port_unrestrict(task_self_,task_notify_);
/* allocate a service port */
retcode = port_allocate(task self(), &ServerPort);
if (retcode == KERN_SUCCESS)
{ /* add service port to default port set */
(void) port_unrestrict(task_self(), ServerPort);
/* check it in so users can find it */
retcode = netname_check_i n( NameServer Port, " Randonferver Port",
PORT_NULL, ServerPort);

}
if (retcode != KERN _SUCCESS)
printf("netnane_check in of RandontBerverPort failed with code %\n",
mach_errormsg(retcode));

printf("(* !!i!! Random server exited - give it up !!!!l *)\n");
exit(2);
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